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Traditionally, failure mode and effects analysis (FMEA) only considers the impact of single
failure on the system. For large and complex systems, since multiple failures of compo-
nents exist, assessing multiple failure modes with all possible combinations is impractical.
Pickard et al. [1] introduced a useful method to simultaneously analyze multiple failures
for complex systems. However, they did not indicate which failures need to be considered
and how to combine them appropriately. This paper extends Pickard’s work by proposing a
minimum cut set based method for assessing the impact of multiple failure modes. In addi-
tion, traditional FMEA is made by addressing problems in an order from the biggest risk
priority number (RPN) to the smallest ones. However, one disadvantage of this approach
is that it ignores the fact that three factors (Severity (S), Occurrence (O), Detection (D))
(S, O, D) have the different weights in system rather than equality. For examples, reason-
able weights for factors S, O are higher than the weight of D for some non-repairable sys-
tems. In this paper, we extended the definition of RPN by multiplying it with a weight
parameter, which characterize the importance of the failure causes within the system.
Finally, the effectiveness of the method is demonstrated with numerical examples.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Failure mode and effects analysis (FMEA) is a very powerful and effective analytical tool which is widely used in engineer-
ing projects to examine possible failure modes and eliminate potential failure during system designs. In particular, it pro-
vides design engineers with quantitative or qualitative measures necessary to guide the implementation of corrective
actions by focusing on the main failure modes and its impact on the products [2]. FMEA has been widely adopted by reli-
ability practitioners and has become standard practice in Japan, America, and European manufacturing companies [2,3].
Onodera [2,4] investigated about 100 FMEA applications in various industries in Japan and found that the FMEA is success-
fully in the many areas such as automobiles, electronics, consumer products, power plants, and telecommunications. Hsu
et al. [5] proposed a method that utilizes the FMEA to analyze the risks of components in compliance with the EU RoHS direc-
tive in the incoming quality control (IQC) stage. Bluvband et al. [6] introduced an expanded FMEA or EFMEA for electronic
designs. However, FMEA usually evaluates the failures impact on the system reliability based on a single failure. This signif-
icantly restricts the application of FMEA. Fortunately, Pickard et al. [1] proposed a method to combine multiple failure modes
into a single one, which opens the possibility for us to analyze a system considering multiple failure modes at the same time.
Unfortunately, although they proposed such method, the detailed procedure such as which multiple failures need to be com-
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ax: +86 28 6183 0227.
ang).

http://dx.doi.org/10.1016/j.engfailanal.2011.02.004
mailto:hzhuang@uestc.edu.cn
http://dx.doi.org/10.1016/j.engfailanal.2011.02.004
http://www.sciencedirect.com/science/journal/13506307
http://www.elsevier.com/locate/engfailanal


Nomenclature

FMEA failure mode and effects analysis
FTA fault tree analysis
RPN risk priority number
DFTA dynamic fault trees analysis
WRPN weighted risk priority number
MCS minimum cut set
PI probability importance
PPM parts per million
S severity
O occurrence
D detection
& AND Operator
P1 OR Operator
OSF1 occurrence of single failure 1
OSF2 occurrence of single failure 2
DSF1 detection of single failure 1
DSF2 detection of single failure 2
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bined was not given. In addition, the issue of overflow related to the factors is not addressed in Pickard’s paper when three
factors (S, O, D) are scored from 1 (best) to 10 (worst) on the basis of degree.

Based on the works done by Pickard et al. [1], this paper aims to develop a new FMEA method that enables us to combine
multiple failure modes into single one, considering importance of failures and assessing their impact on system reliability.
The new method is established upon the minimum cut sets theory (MCS). Hence, it can be easily applied to large systems
with complex structures.

Traditionally, decisions on how to improve an operation are based on risk priority number (RPN) in FMEA. This is a very
powerful and useful method often adopted for risk assessment. Traditionally, the way for FMEA to improve the system reli-
ability is made by addressing problems in an order from the largest RPN to the smallest ones [6]. However, this method
ignores the fact that three factors (S, O, and D) may have different weights in system. Patrick et al. [7] emphasize that sever-
ity (S) and occurrence (O) are two key items which should be used in FMEA priority analysis rather than the item of detection
(D). For example, in a non-repairable system, the RPN of two components failure are equal, that is, 100
(RPN1 = 10(S) � 5(O) � 2(D), RPN2 = 10 � 2 � 5). There maybe have a conclusion that the priority for the corrective action ap-
plied to the two components is equal. However, the priority should be given to the first component instead of the second one.
The reason is that, the failure rate of the first component is much higher than the second one and the factor (O) is a key factor
in RPN analysis, especially for the non-repairable system. In this paper, we mainly deal with non-repairable systems, so the
factor (D) is not a key item needed to be considered. The severity of every minimum cut sets (MCS) is equal because our key
concern is focus on the top event. Every MCS can lead to a top event occurrence while have the same effects on the system. So
in this paper, the severity (S) for every MCS is equality, that is, 10. Because the severity of each MCS is the same, the only
factor that needs to be considered in system is O (occurrence).

After the introduction, the rest of the paper is organized as follows. The evaluation of RPN and multiple failure mode com-
bination are presented in Section 2. The method to calculate WRPN is described in Section 3. The case study is presented in
Section 4. The conclusion is given in Section 5.

2. Evaluation of RPN and multiple failure modes combination

2.1. Evaluation of RPN

In the traditional FMEA, the RPN is used to conduct the risk assessment. The Potential Failure shows the risk factors as
[2,8]

Severity (S): Result generated from failure.
Occurrence (O): Opportunity or probability of a failure.
Detection (D): Opportunity for an unidentified failure because of the difficulty in detection.

The three factors are all scored from 1 (best) to 10 (worst) on the basis of degree. RPN is the product of occurrence, detec-
tion, and severity, which is expressed as:
RPN ¼ S� O� D ð1Þ
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RPN is used widely in engineering analysis, once all items have been analyzed and assigned with a RPN value, corrective
actions will be implemented from the highest RPN value down to the lowest one [2]. The intention of the corrective action is
to remove or mitigate critical failure modes that show a high severity, occurrence and detection ranking. RPN should be
recalculated after the corrections to determine whether the risks have decreased or how efficient the corrective action is [6].

2.2. Review of multiple failure modes combination

As described previously, traditional FMEA only considers a single failure and the results only indicates the system-level
effect or top events stemming from that single failure. Pickard et al. [1] proposed a method which can evaluate the system
reliability by considering multiple failure modes simultaneously. However, they only described how to combine multiple
failure modes into a single mode without detailed discussion on which multiple failures should be combined. In addition,
the problem associated with the overflow during the combination is not addressed clearly as well. In the following, we will
briefly introduce their method with a little amelioration. We propose a method called the linear interval mapping to resolve
the overflow problem. We further generalize their method by introducing minimum cut sets and WRPN when the system
structure is very large and complicated. The method by Pickard et al. [1] will be explained through the example system
in Fig. 1.

In the single failure analysis, a feasible method is that one can develop the potential system effects by evaluating and/or
defining root causes from the bottom level. Different effect levels are networked through the OR operation [1]. Form Fig. 1,
causes a, b and c each can lead to failure A and further to the top event X. The same principle can be applies for d and e.
Combining the bottom up approach with the OR operation, it is impossible to detect the top event Y, as it is not reachable
by the FMEA logic. If one begins, however, with the top event Y using the FMEA logistic, no single potential failure cause can
be found either [1].

The FTA is another effective engineering analysis method that starts with the top events [9]. If one begins with the defined
event in the system level, then all possible causes can be evaluated. Those that stand alone or those that are in combination
with each other imply that the causes can be networked with the AND operation [1]. However, the AND gate can not be ap-
plied if sequences and orders of the causes do not satisfy the AND condition. Fortunately, dynamic fault trees offer an alter-
native to solve this type of problems by capturing component failure sequences. More details about dynamic fault trees are
available in [10–14]. However, the method to solve dynamic fault trees relies on the Markov process which exists an
assumption of exponential distribution. Obviously, this assumption limits the applications of dynamic fault trees. In this pa-
per, we do not consider the sequences of the causes which are the goals in our future research works. Pickard et al. [1] intro-
duced the assessment catalog which is shown in Table 1.

In the risk assessment and analysis, each altered failure modes combination, including double, triple or multiple failures,
all of them can be represented by using the AND operation. This means that in observing the occurrence and detection prob-
ability, a feasible method be developed by using the AND operation which can maintain a correct relationship between single
and multiple failures. In doing that, according to Boole operations, Pickard et al. [1] introduced a new combination method as
follows.
1≥

1≥

1≥

1≥

Fig. 1. Single and multiple failure networks in a failure tree.



Table 1
Catalog of requirements.

Criteria

Ranking Severity S Occurrence O (ppm) Detection D (%)

10 Very high 500,000 90.00
9 Very high 100000 90.00
8 High 50000 98.00
7 High 10000 98.00
6 Moderate 5000 99.70
5 Moderate 1000 99.70
4 Moderate 500 99.70
3 Low 100 99.90
2 Low 50 99.90
1 Very low 1 99.99
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I. The calculation rules according to Boole are, respectively listed in Eqs. (2) and (3) for AND and OR combinations.
Table 2
Assessm

OSF1

1
2
3
4
5
6
7
8
9

10
AND : Om failure ¼
Yi¼m

i¼1

OiDmfailure ¼
Yi¼m

i¼1

Di ð2Þ

OR : Om failure ¼
Xi¼m

i¼1

OiDm failure ¼
Xi¼m

i¼1

Di ð3Þ
II. The traditional FMEA assessment is only applicable for single failures. For the explain how to combine multiple fail-
ures into a single one, AND operations are used, which leads to, according to Boole, that the individual probabilities are
multiplied with one another.
Ofailure1 ¼ 3ð� 100 ppmÞ; Ofailure2 ¼ 4ð� 500 ppmÞ
1

ent matrix of occurrence probability for double failures.

OSF2

1 2 3 4 5

1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 2 2
1 1 1 2 2
1 2 2 2 2
1 2 2 2 3
2 2 2 4 4
Odouble failure ¼ Ofailure1 � Ofailure2 ¼ 3� 4 ¼ 12

2
 Odouble failure ¼ 0:0001� 0:0005 ¼ 0:00000005

3
 Odouble failure ¼ 0:0001� 0:0005 ¼ 0:00000005 ¼ 1
In the first row of the table above, there is a problem that the value of Odouble failures is 12 after multiplication which is bigger
than the scale limit 10. This means that the occurrence probability of a double failure is higher than that of a single failure,
which according to probability theory is not possible. However, Pickard et al. [1] did not provide a detail discussion for this
problem. In order to solve this problem, we propose a very simple method called ‘‘Linear Interval Mapping (LIP)’’. Mathemat-
ically, we know that the interval [0,10] have one by one linear mapping between the interval [0,100]. For example, 0 maps to
0, 10 maps to 100. Assume that x e 0, 100], y e [0, 10], The mapping between interval [0, 100] and [0, 10] is y = 0.1x. By the
linear mapping method, 12 belongs to the interval [0, 100] and the mapped value for the interval [0, 10] is 1.2. However, 1.2
is a decimal and the values in the assessment catalog are always integers. Obviously fetching the value 1 instead of 1.2 is one
way to solve this problem. However, two additional methods are available to calculate Odouble failures. These are linear mapping
and multiplication according to the criteria value in Table 1. Pickard et al. [1] have given the assessment matrix of occurrence
probability for double failures by multiplication in Table 2.
6 7 8 9 10

1 1 1 1 2
1 1 2 2 2
1 1 2 2 2
2 2 2 2 4
2 2 2 3 4
2 2 4 4 6
2 3 4 5 6
4 4 6 6 8
4 5 6 7 8
6 6 8 8 9



Table 3
Representation of the new procedure.

Potential effects S P1 & Potential failure modes P1 & Potential failure causes O D RPN

Effect x 6 P1 Failure a P1 Cause a 3 3 54
Cause b 2 4 48
Cause c 4 3 72

Failure b P1 Cause d 3 2 36
Cause e 2 2 24

Effect y 10 P1 Failure c & Cause a 1 5 50
Cause e
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With the same approach, the assessment matrix for detection probability with double failures can be acquired easily.
Finally, Pickard et al. [1] showed their new method of Fig. 1 and the result is given in Table 3.
3. The method to calculate WRPN

Although Pickard et al. [1] introduced the method to combine multiple failures into single one, they did not specify which
failures need to be combined to execute the FMEA procedure. For example, for a very large and complicated system with
1000 components, there may have 1000 failure causes. Generally speaking, it is very time-consuming, maybe impossible,
to consider all possible combinations of failures because there are C2

1000=499,000 pairs of failures. Nowadays, even simulation
is used widely to automate the work of producing an FMEA report, it is still not feasible and very time-consuming in engi-
neering design considering all possible combinations of failures, especially for some very large and complicated systems.
Therefore, the MCS of a fault tree turns out to be one of the most convenient methods to resolve this problem.
3.1. Minimum cut sets (MCS)

Assume that there is a cut set and this cut set is not a cut set if a component belonging to the cut set was moved arbi-
trarily, then we call this cut set is a minimum cut set [15]. Suppose there is a system and its fault tree is T. The minimum cut
sets of the system is B1, B2. . . Bn. Then T can be described as T ¼

Sn
i¼1Bi

� �
. To a great extent, system or fault tree can be de-

scribed equally by an OR gate as shows in Fig. 2.
In fact, Fig. 2 is also a fault tree with only one OR gate and its bottom events are minimum cut sets B1;B2; � � � ;Bnn P 1.

Furthermore, assume that a minimum cut set Bi includes the events k1; k2; � � � ; kmm P 1, that is, Bi = fk1; k2; � � � ; kmm P 1g,
then Bi can be described by an AND gate as shows in Fig. 3 along with other minimum cut sets. The above discussion is very
important and it inspires us to further the development of the research work.
3.2. Weighted risk priority number (WRPN)

As we described in Section 2, RPN = S � O � D. Once all items have been analyzed and assigned with a RPN value, it is com-
mon to implement corrective actions starting from the highest RPN value to the smallest ones. In Section 2, we described
how to combine multiple failures into a single one using AND gate. When the priority is focused on top events, the next step
is to calculate the minimum cut sets for the system. Many methods are available to obtain the minimum cut sets. The most
popular one used in FTA is Fussell–Vesely [16].

Three factors (S, O, and D) have different weights in system designs, especially in non-repairable systems. Generally the
factor O is key factor. Now, we introduce an index called WRPN which is different from the common index RPN. Furthermore,
Top event

1≥

1B 2B nB

Fig. 2. Described system equally by an OR gate.



&

iB

1k 2k mk

Fig. 3. A minimum cut set can be described equally by a AND gate.
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the corrective actions can be used to make decisions on the improvement priority based on WRPN instead of RPN. The new
index is defined as
Table 4
Ranking

Rank

Crite
Rank
Crite
WRPNi ¼ RPNi � f ðWiÞ ¼ Si � Oi � Di � f ðWiÞ i–0 ð4Þ
where Wi is the importance of ith minimum cut set in the system, and f(Wi) is a function with independent variable Wi.
A system or fault tree can be described by an OR gate whose inputs are a bunch of minimum cut sets. A random minimum

cut set can be described again by a AND gate with inputs representing different failures causes. The probability importance of
a component is used widely in FTA. Some components are more important than others because they contribute more to the
probability of occurrence for the top events. So the index Wi which is defined in Eq. (5) can reflect the importance of O in the
system, especially for non-repairable systems. Based on the principle that a system can be described by an OR gate and the
definition of the probability importance [16], the importance of the ith minimum cut set is obtained by taking the derivative
as
Wi ¼
@hðpÞ
@pi

; i ¼ 1;2; � � � ; n ð5Þ
where h(p) is the system structure function and pi is occurs probability of the ith minimum cut set, respectively.
In this paper, we assume that all the failure causes are mutually independent. Thus it can be concluded that all minimum

cut sets are independent with each other. Now h(p) can be approximated as
hðpÞ ¼ 1�
Yn

i¼1

ð1� piÞ ð6Þ
Because the minimum cut set is equivalent to an AND gate whose inputs are the probability of mutually independent fail-
ure causes, pi can be calculated by:
pi ¼ pk1
� pk2

� � � � � pkm
;m–0 ð7Þ
where pki
; i ¼ 1; � � � ;m are the probability of the failure cause in the ith minimum cut set. From Eqs. (5)–(7), we have
Wi ¼
@hðpÞ
@pi

¼ @½1�
Qn

i¼1ð1� piÞ�
@pi

¼
Yn

j¼1

ð1� piÞði–j;&i; j–0Þ ð8Þ
where pi ¼ pk1
� pk2

� � � � � pkm
;m–0.

Eq. (8) states that Wi is a importance index which, in general, approaches to one because pi is often less than 0.01 by notic-
ing that pki

< 0:1 in Eq. (7). Since Wi is close to 1, RPNi will not change even it is multiplied by Wi. Here are two reasons.

I. The value of Wi almost has no effect on the ranking of the priority order. For example, W1 = 0.99, W2 = 0.80. RPN1 = 60,
RPN2 = 80. After multiplication, W1 � RPN1 = 59.4, W2 � RPN2 = 64. The propriety order did not change. However, the
value of W1 is much larger than W2 and it plays a more important role in non-repairable systems.
criteria for Wi.

ing 1 2 3 4 5

ria 500000 ppm (0.5) 900,000 ppm (0.9) 950,000 ppm (0.95) 990,000 ppm (0.99) 995,000 ppm (0.995)
ing 6 7 8 9 10
ria 999,000 ppm (0.999) 999,500 ppm (0.9995) 999,900 ppm (0.9999) 999,950 ppm (0.99995) 999,999 ppm (0.999999)
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II. Factors S, O, D are to be scored from 1 (best) to 10 (worst) on the basis of degree. In order to make the probability
importance factor W1 uniform across three factors, we need to define a new set of criteria in a range between 1
and 10 on the basis of degree. However, it is very difficult for us to define a reasonable criterion for Wi. There is a rea-
sonable way for us to solve this problem in term of the assessment catalog in Table 1. The ranking criteria for Wi

defined by us are shown in Table 4.

From Eqs. (4) and (8), the WRPN can be calculated by
WRPNi ¼ RPNi � f ðWiÞ ¼ Si � Oi � Di � f
Yn

j¼1

ð1� piÞ
" #

; ði–jÞ ð9Þ
The operation of f(Wi) is a mapping process between Wi and its ranking. The domain of the function is Wi e [0, 1], the
range is f(Wi) e {1, 2, 3, . . . , 10}. For example, from the Table 4, we have when Wi = 0.999999, f(Wi)=10; when Wi = 0.99,
f(Wi)=4, etc.

4. Case study

In this section, the complex system in Fig. 4 with a large number of failure causes will be used to demonstrate the effec-
tiveness of the proposed WFMEA method.

The minimum cut sets of the fault tree are obtained using the method called Fussell–Vesely algorithm, and the result is
shown in Table 5.

From the Table 5, there are seven cut sets
fx1g; fx2g; fx1; x3g; fx4; x6; x7g; fx5; x6; x7g; fx3g; fx5; x6g
In order to acquire the whole minimum cut sets, the following principle needs to be noticed:
Assume that xi, xj are two random cut sets, if
xi � xj
There is a conclusion that xj is not a minimum cut set. Then minimum cut sets of the system can be acquired by compar-
ing each others. In the example above, because of
T

1T

1≥

1≥

2T 3T

4T

1≥

5T 6T

7T

1≥

8T1≥

1x 2x

3x

4x 5x 6x 7x 5x 6x

1x 3x

Fig. 4. Fault tree of a system.

Table 5
Step of Fussell–Vesely algorithm.

Step 1 2 3 4 5

T7 x1 x1 x1 x1

x2 x2 x2 x2

T8 x1, x3 x1, x3 x1, x3 x1, x3

T1 T2 T4, T5 x4, T5 x4, x6, x7

T3 x3 x5, T5 x5, x6, x7

T6 x3 x3

x5, x6 x5, x6
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fx1; x3g � fx1g&fx5; x6; x7g � fx5; x6g
So the minimum cut sets of the system are
fx1g; fx2g; fx3g; fx5; x6g; fx4; x6; x7g
The values of three factors are shown in Table 6.
From the FMEA report in Tables 6 and 2 and the minimum cut sets of the system, we can acquire a new FMEA report with

the consideration of multiple failure modes shown in Table 7.
In Table 7, this is a FMEA report considering the minimum cut sets and multiple failures in the system. The traditional

FMEA report usually is a simple enumeration. The disadvantages/or problems of the traditional FMEA are:

I. The traditional FMEA only considers single failures and displays only those system effects or top events stemming
from single failures.

II. The traditional FMEA cannot characterize a system failure due to multiple failures from component or subsystem lev-
els. From the example above, {x1}, {x2}, {x3}, {x5, x6}, {x4, x6, x7} all of them can lead to the occurrence of the top event.

III. The traditional FMEA do not indicate which failure deserves more attention. In our proposed method, we can know
which failures or their combination are the important causes.

IV. The traditional FMEA does not consider the importance of the different failure causes. To resolve this issue, we intro-
duced the index of WRPN to evaluate the relative importance among multiple failure causes.

From the Tables 4 and 6 and the definition of function f(Wi) and Wi, we have
W1 ¼ 0:9850
W2 ¼ 0:9890
W3 ¼ 0:9940
W4 ¼ 0:9841
W5 ¼ 0:9840

8>>>>>><
>>>>>>:

)

f ðW1Þ ¼ 4
f ðW2Þ ¼ 4
f ðW3Þ ¼ 5
f ðW4Þ ¼ 4
f ðW5Þ ¼ 4

8>>>>>><
>>>>>>:
The new priority order of potential failure modes after using WRPN is shown in Table 8.
Table 6
Values of three factors of the system.

Failure S Causes O Control method D RPN

Top event occurrence 10 x1 5 . . .. . . 3 150
x2 6 . . .. . . 1 60
x3 7 . . .. . . 2 140
x4 3 . . .. . . 3 90
x5 4 . . .. . . 4 160
x6 6 . . .. . . 3 180
x7 4 . . .. . . 4 160

Table 7
New FMEA report.

Failure S P1& Potential failure modes P1& Potential failure causes O D RPN

Top event occurrence 10 P1 {x1} & x1 5 3 150
{x2} x2 6 1 60
{x3} x3 7 2 140
{x5, x6} x5 2 7 140

x6

{x4, x6, x7} x4 1 8 80
x6

x7

Table 8
New priority order using WRPN.

Potential failure modes RPN Old priority f(Wi) WRPN New priority

{x1} 150 1 4 600 2
{x2} 60 5 4 240 5
{x3} 140 2 5 700 1
{x5, x6} 140 2 4 560 3
{x4, x6, x7} 80 4 4 320 4
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Form Table 8, we have a new priority of failure modes in the system. Potential failure mode {x3} is the first priority accord-
ing to WRPN rather than {x1} which is the first priority according to RPN. Because this system is a non-repairable system, so
the factor O is more importance than D. The reasonable corrective action plan on system should be based on the order from
the largest WRPN to the smallest ones instead of the order of RPN.

5. Conclusions

Many systems failed due to the simultaneous onslaught of multiple failure modes. In this paper, the minimum cut set
theory has been successfully incorporated into the traditional FMEA for assessing the system reliability in the presence of
multiple failure modes. As shown by the illustrative example, the method is theoretically sound and computationally effi-
cient in dealing with large and complex systems. In addition, we expanded the definition for RPN by multiplying a weight
parameter to characterize the importance of the failure causes or components. Following the weighted RPN or WRPN, the
utility of corrective actions is improved and the improvement effect brings the favorable result in the shortest time. Future
research will focus on the investigation of dynamic FTA considering non-exponential failures.
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